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AMENDMENT NO. 1 SEPTEMBER 1993
TO

IS 9300 ( Part 2): 1989 STATISTICAL MODELS
FOR INDUSTRIAL APPLICATIONS

PART 2 CONTINUOUS MODELS

( First Revision )

( Page 9, clause 9.4 ) - Insert the following new clause after 9.4:

'9.4.1 Example

The following data gives the running time (in hours) of the 40 head
boxes. Test whether the data follows the WeibuJl distribution:

249 259 844 65

303 309 121 32
649 21 146 43

23 104 99 301
130 52 584 21

411 171 583 508

643 281 113 9

180 169 248 42
128 173 524 883
212 547 31 85

The above data is arranged in the form of a frequency table as shown
in Table 10.

The next step is to calculate the expected frequencies for each class
interval under assumption that tbe data follows Weibull distribution.
For this purpose, one has to estimate the parameters ~ and ~ of the
Weibull model. For estimating the parameters, the natural Iogarithmic
values of each of the x.'s are obtained and thereafter the mean and the
st.ndard deviation of these XI values are calculated.

For this example, mean ( .v) = 5·042 I; and

standard deviation ( " ) = 1·16

where, ),t == 101%••
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The estjmate or the parameters are then obtained trom the following
eKprclllon:

It" [ - O·572 26 ) J..... :;;. /," and ~ GIl exp -( y + ~

For tbi. example, ~ == 1-106 I and A == 0·003 85

UliOI the above estimates of the parameters in the frequency distri­
bution of the Wei bull model, namely,

F ( x ) = t - exp [- ( Ax )~ ]. where, ~ == 1·1061and A= 0·003 8S,
the expected frequency for each: class interval may be obtained as
liven ill Table 10.

GeotI... •1 Fit

The calculated value of ,,' for the example is 1·369 ( lee Table 11 ).
The tabulated value of ". for 2 degrees of freedom at S percent level
of significance is S·99. Since the calculated value is less than the
tabulated value, the null hypothesis that the data follows Weibull
distribution is accepted,

Table 10 Freflaeac)' Table for RuanlDI Time of Head Boxes
(Claule9.4.1)

CI.. Freq....cy Upper ( ~X)~ F(x) F (x, )- EspeCled
Intemll Lt.lt F (x. ) ..........cy

(0. ) (x ) (£. )
0-100 12 100 0·3479 0·2938 0·293 8 11·7'

101-200 10 200 0·7489 0'S27 J 0·2!3 ~ 9·33
201·300 S 300 J'17' 0 O·ti906 0·163 , 6·54
301-400 1 400 1·';120 0·800 ~ 0·109 9 4'40
401-500 3 SOO 2·0640 0·873 1 0·0726 2·90
501·600 2 600 2·525 0 0·9199 0·046 8 1'87·
601.700 :1 700 29949 0-9499 0·0300 1'20
701-800 2 800 3·4700 0·9689 0·0190 b·76
101-900 1 900 3'9530 0'9808 0·0119 0·4S
901 .t above 0 1·0000 0-0192 0.17
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Table 11 Observe.... Expecte. Fre41u••cies

( Clause 9.4.1 )

Expected (O.-E. ) (O.-E, )1
Freq_ncies ----E"1-

(e. )
If·15 0·25 0
9·33 0·61 00041
6·,54 - 1·'4 0·]61·

4-40 l7-30 -1·30 0·231
2·90 J
1·87 1
1·20 t

-1'92 0'1260·76 ~ S 08
()'48 J
0·77

Total 1·3"

Printedat SimcoPrintinl Prell. Delhi

 



AMENDMENT NO. 2 SEPTEMBER 2000
TO

IS 9300 (PART 2) : t9S9 STATISTICAL MODELS FOR
INDUSTRIALAPPLICATIONS

PART2 CONnNUOUS MODELS

( Fint R.vision)

( Page 7, cldlUe 7A ) -lased theCollowilll clauseat tbe end of 7A:

7.5 FlUI.. _ G...... Model

7.5.1 Example - In I DIIDufacturing processof jute proudets,breaker card stage
is tbe 0111 Slip of filamentitloD for tbe subsequentprocessing. FlUm. SImple
of to em Circled sliver (Itrlnd of Circled IIW jute is Cllled sliver), single fibres
wele legtegatecl and their lengths wele me-Buled wbicb lie grouped in I

frequency table(I.Table 6 ).

Fit a pnuna model to the above data IDd test its goodness of fit.

Table' UDgtb of Flbns (mm) orCarded Sliver
7 :

OaIIlaten" Fnqae.,

O~ 3~

5-10 575

10·15 500

15-20 325

20-25 215

2S-30 135

30-35 50

35~ 25

45-50 5

To&a1 2190

1

 



Am_ No.Z _IS,. (Part 2) : 1_

TIle _a i lad Vlmace ;. II raleulated fmmtbe fiequency tableIre:

i • 13.20mmaad ;. • 72.63mm

The pallmetell of tile pDUDI model" aad ). ca. be calculated by IOlving tbe
followAns conditloaa:

i. 'lIA lad ;.. ",).2

1. -x}.2. 13.20n2.63 • 0.1817
aad " • M • 2.399 • 2.«) (lppIOX)

De next ltep II to Cllculate tile expected f.equeDdea (eI) baaed on tbe
_umption tblt tbe lbove frequency dlstributioD II comlag from I pllUlll
diltribuliOll. The _pi lie described ill Table 7.

The problbillty for each claa Interval is obtalaed flOm tile table of tbe
lacomplete GlIIUIII Puacdon.

T.ble 7 Expected Frequencies Based oa Ga..... Distributiona-....... z r(O.1173z,lA) .........., .........
(.lIc • c ,, ) ~.D

(Si--)

(I) (2) (3) (4) (5). 2 19OM(4)

0.5 5 0.149 0.149 3• .31

5·10 10 o.4Z4 0.275 QlZ.25

10-15 15 0.662 0.238 521.22

15-20 20 U1S 0.153 335m

20-25 2S 0.901 0.086 l.eM

25-30 30 0.955 0.054 III"

30-35 :IS 0.977 0.022 4Lll

is-40 40 0.989 0.012 26.28

40-45 45 0.995 0.00& 1114

45-50 50 0.991 o.cm 6J1
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Amend No. 2 to IS '300 (PIIrt 2) : 198'

Goodness of Fit from X'l, Test: After allculltiog expected frequencies (ei) for
eacb class IllIerva~ tbeir cloaeneu with the observed f~queDcies (01) are tested
with tbe helpofX teat(seeTable8).

Table 8 ~CUlatioDS for This'; Test

a- 0....... EzpecW (01..,)2/........ ............ (00 Fnq•..,
(-0

0-5 350 S26.31 1.12

5·10 575 602.22 1.23

10-15 500 521.22 0.86

15-20 325 335.07 0.30

20-25 215 188.34 3.77

25-30 135 118.26 2.37

30-35 50 48.18 OJ17.

35-40 25 26.28 0.06

4Q.~ 10 13.14 0.15

45-50 5 6.51 0.31

Total x2. 11.50

The t018' numberof classesil 10. 1b~e degreesof f.eedom are Ippoitioned for
tbe estimation of m~n, ltand.nt deviation and for Iotal fiequebCy. Tbus
calculated Vllue ofX:- compiled with tile tabulated wlue [.-IS 6200
(pad 2) : 1977 ] of x2 • 14.07 for 7 degn:cs of freedom at 5 pereeat level of
lipJ6a1nce. Since the calculated value II las than the tabulated wlue the fit
aD betake••• aoocI ODe.

(Pllge 8, Tdbla 6, 7, 8 tUId 9) - Table6, Table7, Table8, Table9 m.y be
lepl'ced by Table9, Table10, Table 11,T.ble 12 respectively.
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Meaci No.2 to IS,.( Part Z) : 1'"

, (Pqe 8, cltluu 1.5 ) - In line5, refereace to Table6 may be replaced by
Table 9.

( Ptlge 8, cl.",.1.5.1 ) -Ia line3, reference to Table7 may be replaced by
T.ble 10.

(Ptlge 8, cltllUe 1.5.2 ) -lllliae 4, lefaeace to Table8 may be replaced by
Table 11.

(P.,. 8, cltl" 1.5.3 ) -In line 2, reference to Table 9 may be teplaced by
Table 12.

( Pille 1, clll",e 'A.l, Amendment No.1) - III line IS, re-CICDCe to
Table 10 may beRplac:ed by Table13.

( Pille 2, cilluse'A.l, Amf!lfdtMnlNO.1) - J(eference to Til .e 11 may be
RpllcedbyTable14.

( Pale 2, r.ble 10, A"'eadmett No.1) - Table 10 may Je lepllcecl by
Table13.

( Pille 3, Tllble II, A..MdntetI No.1) - Table 11 DIIy be .eplacecl by
Table 14.

(MSD3)

Printedat Si.co Priatiftl Prell. Delhi
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IS 9300( Part 2 ) : 1'8

Indian Standard

STATISTICAL MODELS FOR
INDUSTRIAL APPLICATIONS

PART 2 CONTINUOUS MODELS

( First Revision)

1 SCOPE

1.1 This standard ( Part 2) describes the most
commonly used continuous statistical models,
their potentiality and application in industries
with suitable illustrations.

The models covered in this standard are normal.
exponential, gamma, WeibulJ and lognormal.

2 REFERENCES

2.1 The following Indian Standards are necessary
a1ljuncts to this standard:

IS No. Title

l~ 7920: 1985 Statistical vocabulary ( first
revision)

IS 9300 Statistical models for industrial
(Part 1) : 1979 applications: Part 1 Discrete

models

3 TERMINOLOG\'

3.1 For the purpose of this standard. the defini­
tions given in IS 7920: 1985 shall apply.

4 PRORABII.JTY DISTRIBUTIONS

4.1 When a random variable X takes continuous
values, it is not possible to determine the
probability of ~ taking any particul~~ value.
One may only consider the proba~lhty of J(
taking any value within a very small Interval of
length dx, that is, probablhty of x' lying between
x and ( x -t- (Lx) or between [ x - ( d.\j2 )] and
[x + (clx/2)] as ~(x) dx where t/J(x) is a
continuous function of bnd is called the pro­
bability density function or simply density funti",n
of X. 1'he probability density function ,( x,) .. S
always non-negative and corresponds to PI s In
the discrete case:

b
Thus I cP( x) dx ~~ I

a
where x takes values between the interval
( a, b )
4.2 Mean anel Variance of Probability DistributioD

The mean of the probability distribution is caned
the expected value of the variable X and denoted

by E( X). The variance of the probability distri­
bution is denoted by V( X ).

b
E( X) ~ I x tfJ( x ) fix

a
and

b
V( X) = J [x - E( X )]2 ~( x ) dx

a
b
J x2 ¢>( .Y ) dx - [ E( X )]2
a

5 NORMAL MODEL

5.1 In many practical situations in the industry
and in the nature, there is a tendency for the
observations to cluster around some central
value. and at the same time the frequencies for
observations above and below this central value
have a declining trend and they taper off as one
goes farther and farther.

5.2 A frequency curve obtained in such situa­
tions is symmetrical and bell-shaped as shown in
Fig. I. The curve, known as ·Normal Curve' has
extensive applicat ions in statistical theory and
practice. In practice, many models can be well
approximated by the normal model. From the
point of view of presentation of data, the impor­
tant property of the normal model is that a set
of data constituting a random sample from such
a model can be represented completely by the
mean and standard deviation of the sample.

S.3 A normal model has the following properties:

a) It is symmetrical, unimodal and bell­
shaped;

b) The values of the mean, median and mode
are identical;

c) It is uniquely determined by the two para­
meters, namely, mean and standard devia­
tion;

d) In the family of normal curves, smaller the
standard deviation. higher \\JU be the
peak;

e) 95·4" ..... -­
will : 



IS '300 ( Part 2 ) : 1989

_ tD ... &&.-] C7 u.-20' &l- cr

FIG, 1 A TYPICAl. NORMAL CURVE

of twice the standard deviation on either
side of the mean, For the distance of
thrice the standard deviation, the cortes-
ponding percentage is 99'73; and

f) If the original observations follow a normal
model with mean jJ and standard deviation a,
then the averages of random samples of
size n drawn from this population also
follow a normal model. The mean of the
new model ( of averages) is same as that
of the original model, namely, 1-' and the
standard deviation gets reduced to al"n.

NOTE - These properties have extensive applica­
tions in the control chart techniques and statistical
tests of significance

5.4 The density function for the normal model is
given by:

1 { _(x- e )2}
)' == ~ 2 'Ra exp 2 a2

-oo<.~<+oo

where
v is the ordinate of the curve corresponding
to the value x of the variable,

IJ is the mean, and

(J is the standard deviation.

5.5 The deviation of the observed value x from
the mean measured in the unit of standard
deviation, that is, z = ( x - p. )/a is called 'stan­
dard normal variate'. In terms of the standard
normal variate, the equation of the normal model
becomes:

1 (-Z2)
Y == V 2 ft exp~

This model has the mean :--= 0 and the standard
deviation == 1:

S.S.1 Considering the area under the standard
normal curve to be equal to unity, the propor­
tion of area to the left of any given value of the
variable has been glven in Annex A. This Annex
may be used for finding the proportion ( or
percentage) of the area lying between any two
".1ues of the varlable.

2

5.5.2 If it is desired to calculate the proportion
of observations that will be less than a specified
value x" then the standardized variate
ZJ = (xJ - /A )/a shall be calculated and required
proportion to the left of z, shall be directly read
from Annex A.

5.5.3 If it is desired to calculate the proportion
of observations that will be more than a specified
value rl'2, then the standardized variate Z2 =
(X2 - ,." >/a shall be calculated. The correspond­
ing proportion to the left of Z2 as obtained from
Annex A shall be substracted from 1 for getting
the required proportion.

5.5.4 If the proportion of observations lying
between any two values XI and Xz ( X2 > .\I ) is
required, the respective standardized variates
ZI ~ ( ~l -- f" )/a and Z2 = ( X2 - I" >/a shall be
computed. The proportions of observations less
than Zl and Z2 shall be read from Annex A and
the difference between these two proportions
will give the required proportion,

5.5.5 Example

The specification Irmit for weight per unit area
of Indian Hessian is given as 299-329 g/m2. The
mean and standard deviation of the 225 observa­
tions on weight per unit area of Indian Hessian
are 304°8 g and 7'0 g respectively. Find the
percentage of material meeting the specification
limits.

The standardized variates are given by:
299 - 304'8 -S·s

%1 = 7 ~ = "-7-- -= -0·83

and

%z = 329 - 304'8 = _24'2 = 3'46
7 7

From Annex A, the area under the normal curve
to the left of standardized variate z. is 0-2033.
The area under the normal curve to the left of
standardized variate Z2 is 0'999 73.

Hence the area under the normal curve between
these two standardized variates Zl and %2, that
is, the proportion of material meeting the speci­
fication limits is 0·796 4 or 79'64 percent. 
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where each of the expected frequency is at
least 5. In case some expected frequencies are less

5.6.3 Goodness of' Fit front 1..2 Test

After calculating the expected frequencies ( Ei )
for each class interval, their closeness with the
observed frequencies ( 0, ) is tested with the help
of 1,.2 test by using the following formula:

2: (01 - E)_)_l1.2 == -
F1

i

that the above frequency distribution is coming
from a normal model. This step is accomplished in
Table 2 with classes - co and 1- 00 respectively
added at each end Zl and Z2 shown in Table 2
are the standard normal variates for the lower
and upper bounds of each class interval. The
probability for each class interval is obtained
from the table of areas under normal curve ( J(t('

Annex .~ ).

Table 1 Diameter of Bolts ( mm )

i Clause 5.6)

5.S.6 Example

The specification limits for tensile strength for
LPG cylinders is given as 36-46 kgf/mm2,

The mean and standard deviation of 200
observations on tensile strength were calculated
as 40"5 kgf/mmZ and 2'77 kgf/mm! respectively"
Find the percentage of LPG cylinders meeting
the specified requirements.

The standardized variates are:

36 - 40·5
ZI ~ 2'77 =-- -1"62

46 - 40·5 = '-1'99
=2 = 2'77 '

From Annex A, the area under the normal curve
to the Jeft ofstandardized variate =J is 0'052 6. The
area under the normal curve to the left of
standardized variate =2 is 0'976 7. Hence the
area under the normal curve between these two
standardized variates ZJ and Z2, that is, the pro-
portion of cylinders meeting the speci fication
Iimits is 0'924 J or 92'41 percent"

5.6 Fitting of Normal Model

A manufacturing process produces certain
machine bolts. A random sample of 1 000 bolts is
selected from a day's production" The diameter
of these bolts at the threaded end is measured
to the nearest one hundredth of a millirnetre
and grouped in a frequency distribution as shown
in Table I. Fit a normal model to the above
data and test its goodness of fit.

5.6.1 First the sample mean x and standard
deviation s arc calculated from the frequency
table. These values are as follows:

x == 10'066 6 and s = 0'092

5.6.2 The next step is to calculate the expected
frequencies (t·i) based on the assumption

Class Interval

Q'74S • 9'795
~'795 - 9'845
9'845 - 9'8~5
9'895 ..9'945
9'945 - 9'995
9' 995,·10'045

~ ()'045-10'095
10'095-10'145
10'145-10'195
JO' 195-10'245
10'245-10'295
10'195-10'345
10'345-)0'395
10'.195-10'445

Frequency

2
5

27
52

117
203
228
180
J05
60
J4
4
2
I

Total 1 COO

Table 2 Area Under Normal Curve for Each Class Interval

( Clauses 5.6"~ and 8.5"2 )

Class Interval

(I)

-. oc - 9'745
9'745 - 9'795
9"795 • 9"845
9'845• 9"895
9"S9S • 9'Q4S
9'945• 9'995
9-995-10'04S

10'045-10'095
10'095-10'14S
10"14S·10·195
10"195-10-245
10'24S-10"295
10'295-10'345
10'34S-10"39S
10'395·10'445
10'44~- + 00

Zl Z2 Probability Eirz, < Z < Z. ) (l000x4~

(2) (3) (4) (5)

- 00 - 3'49 0 0
- 3'49 - 2'95 0'001 6 1-6
- 2"95 - 2'40 0-0066 6'6
- 2'40 - 1"86 0'023 2 232
- 1'86 - 1"32 0'0620 62'0
- 1'32 - 0'77 0'127 2 127'2
- 0"77 - 0'23 0'1884 188-4
- 0'23 0'32 0'216 5 216'5

0-32 0'86 0'1796 179'6
0'86 1'40 0'1141 114'1
1"40 1"95 0'055 2 55'2
1'95 2'49 0'0192 19'1
2"49 3'03 o-on52 ~,,,

3'03 3·S8 0001 Z I':
3'S8 4"12 0

4"12 at· 00

Tot. '

3
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than S, the adjacent classes are pooled so as to
make the expected frequency for each class at
least 5_
5.6.4 From Table 3, there are 11 classes left
after pooling from which the value of X2 is
calculated. But the degrees of freedom will be
only 8 because 2 degrees of freedom are lost for
estimating population parameters u and a from
the sample data and the third degree of freedom
for the condition that the sum of expected frequen­
cies must be equal to sum of the observed
frequencies. The value of 12 for 8 degrees of

- freedom and at 5 percent level of significance
from Annex B is IS-S07. Since the calculated
value is less than the table value, the null hypo­
thesis is accepted thereby meaning that the
sample data has come from a normal model.

y

VA

FIG, 2 TYPICAL p, d. f. }-OR EXPONBNTIAL MODBL

Table 3 Observed alld Expected Frequencies
( Clauses 5_6.4 and 8_5.2 )

Class Inter••1 Obser~ed Expected (01 - £1) (0. - El)' ~ 01,- E!.~'Frequencies Frequencies h"l
(01 > (E. )

(I> (2) (3) (4) (S) (6)

9·745. 9·795}
7 8"2 -1-2 1-44 0'17569°795. 9'845

Q-84S· 9'SQS 27 23-2 3'8 14-44 0°6224
9089S- 9'945 S2 62'0 -10'0 100'00 ]'6129
9'945· 9-995 117 127'2 -10'2 104-04 0'8179
9°995.10'045 203 188'4 14'6 213"16 1°131 4

10'045-10-09S 228 216'S 11"S 132'25 0'6109
10'09S-10'145 180 179'6 0'4 0'16 0'000 9
JO'145.IO'195 lOS 114'1 -9"t 82'81 0'7258
10"19'·10'245 60 5S'2 4"8 23'04 0"4174
10'245-10'295 14 19-2 -S'2 27'04 t "408 3
10·295·10·345}
10-34S-10' 395 7 6-4 0'6 036 0'0562
10·395-10"445

---
Total 7'5797

fi EXPONENTIAL MODEL

6.1 This model has extensive applications in life
testing and reliability calculations. For this
model, the failure rate is constant and is the
reciprocal of mean life.

6.2 The probability density function (p. d. f. )
for this model is defined as:

v = ~- exp { - ( x - y )/), }

y < x < 00 and ~ > 0

where y and ( llA ) are location and scale para­
meters respectively. (I/A) is also referred as
failure rate.

Taking y = 0, the p. d. f. of the exponential
model is usually defined as:

y = ( 1/~ ) exp ( - xlA)

x > 0 and A> 0

6.2.1 A typical form of the p. d. f. of the
exponential model is given in Fig. 2.

6.3 .l\1ean and Variance

Mean = y + ,\ = ,\ if y is
taken as 0

Variance = ,\2

Standard deviation = "

Thus for exponential model, the failure rate is
the reciprocal of mean life and it is fully specified
by its mean. This model is very useful in des­
cribing the failure times of complex equipment.

6.4 Tables, for exponential mode), have been
given in Annex C. Fractional parts of the total
area ( under the exponential curve) greater than
( xlA ) have been tabulated. Thus, for example,
if ( xl>" ) = 0'4S, the probability of a value grea­
ter than ( Xl>" ) is 0-637 6. It may also be noted
that for the exponentially distributed population
36-8 percent of the values will be above the
average and 63-2 percent below the average.

6.4.1 Example

Results of sample measurement indicate that for
a particular equipment the mean time between

4
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Table 4 Observed and Expected Frequencies
( Clause 6.5.1 )

failures ( commonly known as MTBF) is found
to be 100 hours. What is the probability that
the time between two successive failures of this
equipment will be at least 5 hours.

The problem is to find the area under the curve
beyond 5 hours

Here ,\ = 100 hours (x/~ ) =-= 5/100 = 0·05

Corresponding to ( x/~ ) =- 0·05, the area from 0·05
to OC; from Annex C is0-951 2, that is,95·12percent.
Therefore, the chance that the equipment will
operate without failure continuously for 5 hours
or more is 95·12 percent.

No. of Units
Demanded. X

(1)

o
1
2
3
4
5
6
7

Observed
Frequency, 0

(2)

8
8
5
4
4
3
2
2

Expected
Frequency, E

(3)

12
~

5
4
2
2
1
2

6.5 Fitting an Exponential l\1odel

Before fitting an exponential model to a given
data, it is necessary as a first step to examine
whether mean and standard deviation calculated
from the data are approximately of the same
order. There is no point in fitting an exponen­
tial model if the mean and standard deviation
differ widely. Once a model has been fitted, it
is essential to carry out an exact test for good­
ness of fit.

6.5.1 Example

The following table gi\ cs the distribution of
demand for samples for a two-month period. Fit
an exponential model to the data and also test
its goodness of fit.

From the above data,

x=-2'42 and s=2·13

As x and s are approximately of same order..
one can go for the actual fitting of data.

As mean :-; ~ = 2·42, (1/~) = 0-41 and the
density function is:

y = 0-41 exp ( - O'4Jx ), .Y > 0

The probabilities for different values of x are
calculated. Multiplying these probabilities by
the total frequency, that is, 36, the expected
frequencies arc obtained ( see Table 4 ).

The closeness of expected frequencies with the
observed frequencies is tested by using 1..'1-- test
( see Table '5 ). II. , .." I • Ul tAU,

Number of Units
Demanded ( .v )

o
1
2
3
4
5
6
7

Observed Frequencv
( 0)

8
8
5
4
4
3
2
2

Total 36

5

Table 5 Calculations for the X2 . - Test
( Clause 6.5.1 )

X 0 E (O-E) ( O-E)2 ( 0-£ )2/E
(I) (2) (3) (4) (5) (6)

0 8 12 -4 16 1'33
1 8 H 0 0 0
2 S 5 0 0 0
3 4\. 8 4\ 6 2 4 0'674 4{ 2{
5 31

~} 56 ~j 7
2 4 o-ne

7
-----

x.1 ;:;: 2-80

From Table 5, the total number of classes after
pooling arc 5. Two degrees of freedom are
apportioned for the total frequency and the
estimation of the mean. Thus .. X2 - 2,80 is
compared with the tabulated value of 1.2 for 3
degrees of freedom whlch is 7'82 at 5 percent
level of significance (see Annex B). Since
calculated value of X2 ic; less than the tabulated
value, the fit can be taken as a good one.

6.6 Reliability Estimation

The reliability of a unit (or a system ) is defined
as the probability that it will perform satisfac­
torily atleast for a specified period of time, when
used in the manner and for the purpose intended,
without a major breakdown. If X is the life
time of the unit, the reliability of the unit at
time t is given by:

R( t ) - Prob ( ~' > t ) = I - F ( t )

where /:( t ) is the distribution function of the
failure time and is defined as:

I

F( t) = Prob (X < t) = I I(x ) dx
o

where f( x ) is the p.d.f. of a given model.

For exponential distribution:
R( 1 ) = exp ( - it» )

where x = mean life

6.6.1 E..\GJJ1pll.-'

A manu!-
of elecu- 
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Assuming the failure time distribution to be
exponential, estimate the parameter of exponen­
tial model and also the rellabillty at
t == 600 hours. if the failed items are:

A

,\ =:= n XIO = 5 484 hours

R ( 600 ) ~ exp ( - 600/5 484 ) =--= 0-896 7

6.7.4 Time Censored Samples

Let there be m items that failed before stipulated
time ( to) and the failure times of these m items
be Xl < X2 - .. , •• < Xm- Let the items that
failed are not replaced. The maximum likelihood
estimate of A is given by:

7 GAMMA MODEL

7.1 In accordance with the parallel strand-theory
where each component consists of many sub­
components in the manner of a multi-strand
rope, the characteristic life pattern of the com­
ponent is the sum of the characteristic life
patterns of all sub-components. If the sub­
components follow the exponential model, then
the main component can be expected to follow
the gamma model.

7.2 The gamma model is actually the model of
sum of n, identical and independent exponential
variables. Thus the probability density function
for the gamma model can be written as:

(·xl). )n-:I r X /A 0 \ > 0
Y -= A( n _ I ) ! < x < 00, I'

When,. == 1, it reduces to exponential model
discussed in ,_

Typical forms of the probability density function

a) not replaced, and

b) replaced.

In this example,
n = 60, and r = 10

When the items are not replaced,
;l\ 10
,\ = ( t XI + 50 XIO )/10 = 5 068 hours

;=1
I<( 600) -- exp ( - 600/5 06~ ) =- O·8~8 7

When the items are replaced,

as

492
914

m>O

recorded

376
8'20

were

280
71S

A m
A :- { E Xl + ( n -- m ) to }/In

i-I

=- nt-. m = 0, and

R(t) == exp ( - t/A)

purpose, a randomsaDJple of 20 tubes is put to test failure time (in hours)
and their failure times(in hours) are givenbelow: follows:

9'9 35-6 S7-9 94-6 141-4 8S lSI
154·4 163-3 226-7 244-3 337-2 S20 623
391-8 417-2 444-6 461-2 497-1
S82-6 606-8 616-3 672-0 784-7

A

A = (n Xr )/r

Reliability function, R( t ) == exp ( - IIA )
'.7.3 Example

60 items were placed OD tett and the test was
terminated after the first 10 items failed. The

Assuming that the failure rate is constant
( exponential model), he wants to find the pro­
bability that an electronic tube will survive for
at least I 000 h. For this purpose, the average is

_ first calculated and then reliability,

20
i == E Xt!n :ar 346-98

i-I -

R( t ) = exp ( - tli)
At t == 1 000 hours

R( t ) .:: exp ( - 1 000/346'98 ) ::.: 0-OS6

Therefore, the probability that an electronic tube
will survive for at least 1000h isonly.5'6 percent.

6.7 Reliability Estimation with Cen50red Samples

6.7.1 General

In many practical situations it will not be possible
to carry out life testing experiments on all the
samples as these are usually destructive. In such
cases, the experiment may be terminated either
when a pre-assigned number of items, say r
( < n) have failed (known as failure-censored
samples) or the experiment may be terminated
after a pre-assigned time ( known as time-censor­
ed samples ).

6.7.2 Failure - Censored Samples

Let n items were put to life test experiment
and it was terminated when r ( < n ) items failed.
Let the failure times of r items be XI

< X2 < .--..- < Xr and (n - r ) items survived
until time Xr- The items that failed mayor may
not be replaced:

a) Without replacement

The maximum likelihood estimate of A. a
parameter of exponential model when
failure items are not replaced, is given by:

,.. r
A = [ 1: Xi + (n - r ) Xr l/r

1-1

b) With replacement
-The maximum likelihood estimate of A is
&Iven by:

 



of the gamma model are given in Fig. 3 (for
II ::- 1/2, 1 and 3 ).

y

l/A

FIG. 3 TYPICAL p.d.f. OF THE GAMMA MODEL
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8. LOG NORMAL MODEL

8.1 This model has been used to approximate
wear out failures when the failure rate increases
with time. Suppose the characteristic life pattern
of the component is taken as the size of the
fatigue crack at the successive stages of its
growth. Assuming the proportional effect theory
of failures wherein the crack growth at any stage
is proportional to the crack size at the preceding
stage for all stages, the size of the crack can be
expected to follow the lognormal model.

8.2 If any variable X is lognormally distributed,
then log, X is distributed normally.

The density function for lognormal model is given
by:

I
)' = exp f- (logo X - p)2/2 a2

}
x (J 42'IC

where a > 0 and 0 < ..f < 00 = 0 elsewhere

where I' and a are the mean and standard devia­
tion of the transformed characteristic log~

8.2.1 Typical forms of the probability density
function of lognormal model are given in Fig. 4
( for a == O'3, 1'0 and I·5 )

o< u < 00,

y

xo

a : 1·5

~

•
FIG. 4 TYPICAL p.d.f. OF THB LOGNORMAL MODEL

8.3 Mean and Variance

Mean = exp ( ~ + ~2 )

Variance = (exp ( 2", + (2 ) ] [ exp ( a2 - 1)]
Standard deviation

= J[exp (2~ t (1 )H exp(a2 - 1)]

8.4 The fitting of a lognormal to the data can be
done by first finding the naturallogaritbms of the

NOTE - Although gamma model has been
obta incd as the sum of n identica I and independent
exponential variables, it can be generalized to non..
integral values of n also. Its generalized form can
then be written as:

~ (.\/ A)" J cxp 1- (\/ A)I
~ I __ __ _. A _ ••• _

xr»
where

rn = ( n - 1 ) r ( n - 1 )
.- ( n - 1 ) ! for all integral values.

rIO! ==~ 1; r ( 1/2 ) - and ro = I

7.3 Mean and Variance

rn
E ( U ) = n and V ( u ) = n, and

Standard deviation :a -In.
For n = I, the model is called standardized
exponential model.

E ( ~.) = n A.

V ( X) - n "2, and

Standard deviation = /n ".
7.4 For the convenience of preparing tables and
charts for the gamma model, it has been standar­
dized. The standardized random variable is
defined as:

u == x/A

Thus the probability density function is given by:
e-u U,,-I

7
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liven variable X and then fitting a normal model
to these values. A X,2 test can be carried out to
examine the goodness of fit. Further, the mean
and variance of the variable X can be calculated
from the mean Jl and standard deviation (J of
lOinX by the formula given in 8.3.

8.5 E~.mple

A new control device was tested on SO diesel
locomotives. Whenever a device failed. the dis­
tance was recorded and the device was returned
to the factory for failure analy~ist The distance
of each device isgiven in Table 6. The underlined
failure mechanism suggested a lognormal model
for time to failure. Test whether the data follows
lognormal model and also obtain its parameters,

Tahle' Dlst.Dee ID MIIIloa Metres to Failure
( Clause 8.S )

8.!.2 The next step is to calculate the expected
frequencies as calculated in 5.6.2 (see also
Tables 2 and 3). The expected frequencies so
calculated are given in Table 8o

Table 8 Expected Frequencies
( Clause 8.5.2 )

Chili Probability
Inte"11 Zl Z. tz, <Z<Z8) Ei
3°5-3"8 - co -1"79 0"036 7 1-8
3.8-4°1 -1"79 -1"28 0·063 6 3·2
4"J-4·4 -1"28 -0"76 0"123 3 6·2
4'4-4·7 -0"76 -0'24 Oo1HI6 9"1
4'7·S·0 -0"24 + 0·28 0·20S 1 10"2
S·O-S·] + 0·28 + 0'79 0"1749 8-7
5"3·5-6 + 0"79 + 1°31 0"J197 6"0
5'6·5·9 + 1·31 + 1·83 0·061 5 3·1
5·9-6"2 + 1·83 + 2"34 0·0240 lot
6°2and above + 2-34 + 00 0"0100 0"5

36"6 40°4 44"7 49"4 S4·6
60"3 63:4 66°7 73°7 77·~

81"5 83°1 85'6 90"0 928
94°6 99"5 104"6 108-8 111-1

113"3 11~"6 J17°9 120"3 12'"2
127"7 130°3 133·0 13S·6 138·4
J4102 144°0 J64°0 1690 174°2
179"5 J84"9 190"6 196'4 198°3
212"7 225'9 239·8 254·7 267·7
284°3 314°2 347°2 383"8 403"4

8.5.3 Goodness of Fit

The value of 12 calculated for the example is 1"12
(see Table 9). The table value of X2 for 3degrees
of freedom at 5 percent level of significance is 7°82
( see Annex B). Since the calculated value is
Jess than the table value, the null hypothesis that
the data has come from a lognormal model is
accepted.

8.5.1 )\5 mentioned in 8.4, the natural logarithms
of these distances shall be first obtained and then
a frequency table prepared ( see Table 7 ).

Table7 Freqaeney Tahle for Natural Logarithms
of Distances

( Clause 805.1 )

so

FrequeDCY
2
3
S
9

13
8
5
3
2

9 WEIBULL MODEL
9.1 This model has extensive applications in
reliability testing of complex items, The failure
time of complex items, when plotted against time,
generally assumes the shape of 'bath-tub' curve
with 3 distinct phases, namely, debugging phase,
chance failure phase and wear out phase, The
Weibull model is capable of describing all these
phases by taking appropriate values of the
different parameters.

9.2 The Weibull is a family of models having the
general density function as:

y = ~ AI ( x - y )8-1 exp { - A(x - 'Y )}P

where
Ais the scale parameter ( ,\ > 0),
~ is the shape parameter (~ > 0 ), and
y is the location parameter (y < x < 00 )0

Table 9 Observed and Expected Frequeaeies
( Clause 8"5.3)

Total

Class later,"s
3°5-3°8
3·8-4·1
4°1-4°4
4"4-4°7
4°7-5"0
5"0-5°3
5-3-'°6
5·6-5"9
5.9-6°2

Obse"ed EXl*ted (Oi - E,) (OJ -E.)' . ( OJ - £. ).
f requeDclel FrequeDclel £1

(01 ) (Et)

~} 5 1"8} '°0 0 0 03°2
5 6'2 -1°2 1-44 0·23
9 got -0°1 001 0

13 J002 2·8 7°84 0°77
8 s-, -0°7 0°49 0°06

!}
6°01

10 3'11JO"S -0"8 0"64 0'06)t2
0'$ ---

Total - 1·12

8
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Variance =

;2 [ r ( 2 t ~ )-{r ( 1 ~ ~ ) fJ
Standard deviation

== ~ [ r ( 2 t ~ )- {r ( 1 t ~ )rI /2

9.3 The curve varies greatly depending on the
values of these parameters. The location para­
meters is the smallest possible value of X. Thls is
usually taken as 0 thereby simplifying the den­
sity functionas:

y .: .~ ~B xJ- 1 exp { - ( Ax )'}. 0 < .Y < 00

The shape parameter ~ reflects the pattern of
the curve. When ~ = 1, the Weibull model
reduces to exponential model. When ~ is about
3'5 and A == 1, the Weibull model approximates
to normr ' model. The ability of this model has
made it increasingly popular in practice because
it reduces the problem of examining a set of data
and deciding which of the several common
models, like normal or exponential, would be
most appropriate.

9.3.1 Typical forms of the probability density
function of the Weibull model are given in Fig. 5
( for ~ = 1/2, 1 and 4 ).

9.4 Mean and Variance

Mean = y + (1-) r ( 1 t ~ )
== ~ r ( 1 ; ~ ). When y is taken as e x

O,and

9

FIG, S TYPICAL p.d.f. OF THB WBIBULL MODEL
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ANNEX A

( Clauses S.5.1, 5.5.2. '.S.3, 5.'.4, S.S,~, S.S.6 and 5,6.2)

AREAS UNDER THE NORMAL CURVE

Proportion of total area UDder the curve I.ft of x, ,,( Xl represent. any desired value of the variable 'X ).,

•• •., -"
r

NORMAL CURVB

The shaded portion is the arca which is liveD in the table.

xl-II 0'09 0'08 0'07 0'06 0'05 0'04 0'03 0'02 0'01 0'00.,

-3-' 0'000 11 0'000 17 0'000 18 '0'000 19 0'000 19 0'00020 0'000 21 0'000 22 0'000 22 0'000 23
-3'4 0'00024 0'000 25 0'000 26 0'000 27 0'00028 0'000 29 0'00030 0'000 31 000033 0'000 34
-3'3 0'000 3' 0'00036 0'000 38 0'000 39 0'00040 0'00042 0'000 43 0'00045 0'000 47 0'000 48
-3'2 0'00050 0'000 52 0-000 54 0'000 56 0'000 58 0'000 60 0'000 62 0'00064 0'000 66 0'00069
-3'1 0'00011 0'00074 0'000 76 0'000 79 0'000 82 0'000 85 0'000 87 0'000 90 0'000 94 0'000 97

-3'0 0'001 00 0'001 04 0'001 07 0-00111 O'oot 14 0'00118 0'001 22 0'001 26 0-001 31 0'001 35
-2'9 0'001 4 O'OOt 4 0'001 5 0'001 S 0'001 6 0'001 6 O'eOl7 0'001 7 0'0018 0'001 9
-2'8 0'0019 0'0020 0'0021 0'0021 0'0022 0'002 3 00023 0'0024 0'002 S 0'0026
-2'7 0'0026 0'0027 0'0028 0'0029 0'0030 0'003 1 0'0032 0'0033 0'003 4 0'003 S
-2'6 0'0036 0'0037 0'0038 0'0039 0'0040 0'004 J 0'004 J 0'0044 0-0045 0'047

-2'5 0'0048 0'0049 0'005 1 0'0052 0'0054 0'005 " 0'0057 0'0059 0'006 0 0'0062
-2'4 0'0064 0'0066 0'006 8 0'006 9 0'007 1 0'007 3 0-007 5 0'0078 0'0080 0'0082
-2'3 0'0084 0'0081 0'0089 0'009 1 0'0094 0-009 6 0'009 9 0'0102 0'0104 0-0107
-2'2 0'011 0 0'011 3 0'011 6 0'011 9 0'012 2 0'012 5 0'OJ29 0'013 2 0'013 6 0'0139
-2'1 0'0143 0'0146 0'0150 0'015 4 O'CIS 8 0'0162 0'0166 0'0170 0'OJ74 0'0179

-2'0 0'0183 0'0188 0'0192 0'0191 0'0202 0'2072 0-021 2 0'021 7 0'0222 0'0228
-1'9 0'023 3 0-0239 0'0244 0'0250 0'025 6 0'0262 0'0268 0'0274 0'028 I 0'0287
-1'S 0'0294 0'0301 0'0307 0'031 4 0'0322 0'0329 0'033 6 0-0344 0'035 1 0'035$)
-1'7 0'0367 0'037 S 0'0384 0'0392 0'040 1 0'0409 0'041 8 0'0427 0'0436 0'044 6
-1'6 0'0455 0'0465 0'0475 0'0485 0'0495 0'0505 0'051 6 0'0526 0'OS37 0'0548

-1" 0'0559 0'057 1 0'0582 0'0594 0'060 6 0'061 8 0'0630 0'064 3 0'0652 0'066 8
-1'4 00681 0'0694 0'0708 0'072 1 0-073 s 00749 0'0764 0'077 8 0'0793 0'0808
-1'3 0'0823 0·083 8 0'085 3 0'086 9 0'088 5 O'Ogo I 0'091 8 0'0934 0'095 1 0'096 8
-1'2 0'098 S 0'100 3 0'1020 0'1038 0'1057 0'J075 0'109 3 0'111 2 0') 13 1 0') JS I
_tet 0·t170 0'1190 0'121 0 0'1230 0'125 1 0'127 t 0'129 2 0'131 4 0'133 5 0'1357

-1'0 0'1379 0'140 I 0'J423 0'144 6 0'1469 0'1492 0'151 5 0'1539 0'W62 0'1587
-0'9 0'161 1 0'163 5 0'166 0 0'168 S 0'171 I 0'173 6 0'1762 0'178 8 0'181 4 0'184 I
-0'8 0'186 7 0'1894 0'1922 0'1949 0'1977 0'200 5 0-2033 0'2061 0'2090 0'211 9
-()'7 0'2148 0'2177 0-2207 0'2236 &2266 0'2297 0-2321 0·2358 &2389 0'2420
-0" 0-245 1 0-248 3 0'251 4 0'2546 0'2578 0'161 1 0'264 3 0'267 Ii 0'2709 0'2743

-0" 0'2776 0'281 0 0'2843 0'2877 0'291 2 0'294 6 0'2981 0'3051 0'3050 0-308 s
-0'4 0-3121 0'3156 0'3192 0-3228 0'326.4 0'3300 0-3336 0'3372 0-1409 0-3446
-0-3 0-348 3 0'3520 0'3557 0-3594 0'3632 &3669 Oe3707 0'3745 0'3783 0'3821
-0-2 0'3859 0-389.7 0'3936 0'3974 0'«)1 3 0-405 2 0-4090 0'4129 0-4168 0-4207
-0'1 0-4241 0-428 t5 0'4~2 , 0'4364 0'4404 0'4443 0'4483 0'4522 0'4562 0'4602
-0'0 0'4641 0'468 I 0'4721 0'4761 0'480 1 0'4840 0'4880 0'4920 0'4960 0-5000

( COIIII",. )

10
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AREAS UNDER THE NORMAL CURVE- Conttl

Xl-~_ 0'00 0'01 0'02 0'03 0'04 0'05 0'06 0'07 0'08 0-09e

+0'0 0'500 0 0'504 0 O'S080 0,5120 0'S160 0'S199 0'S23 9 0'527 9 0'531 9 0'5359
+0'1 0'5398 O'S438 O'~47 8 O'sst 7 O'SSS 7 0'S596 0'S636 0'567 S 0'5714 0'S753
+0'2 0'5793 0'5832 0'587 1 0'591 0 0'5948 0'5987 0'6026 0'606 4 0'6103 0'614 1
+0'3 0'6179 0'621 7 0'62S S 0'6293 0'633 1 0'6368 0'640 6 0'644 3 06480 0'651 7
+0'4 0'655 4 0'6591 0'6628 0'666 4 0'6700 0'673 (; 0'6772 0'6808 0'6844 0'6879
+O'S 0-691 5 0'69S 0 0'698 S 0'701 9 0'70S 4 0'708 8 0'712 3 0'71S 7 0'7199 0'7224

+0'6 0'72S 7 0'729 1 0'7324 0'7357 0'7389 0'7422 0'7454 0'7486 0'751 7 0'7549
10'7 0'7580 0'761 1 0'7642 0'767 3 0'7704 0'7734 0'7764 0'7794 0'7823 0'7852
+0'8 r. 788 t 0'7910 0'7939 0'7967 0'799 5 0'8023 O'80S 1 0'8079 0'8106 0'8133
-I-O·g G'8159 0'8186 0'8212 0'823 8 0'8264 0'8289 0'S31 S 0.8340 0'8365 0'8389

I 1'0 0'8413 0-843 8 0'846 1 0'848 S 0'S508 0'8S3 1 O'8SS 4 0'8577 0'8599 0'862 1

·+-1'1 0'864 J O-R665 0'8686 08708 0'8729 0'8749 0'S77 0 0-8790 0'88J 0 0'8830
,+1':! 0,8\l49 O'~R(' 9 O'R888 0-8907 0'892 S 0'8944 0'8962 0'8980 0'8997 0'901 5
t 1'~ O'90~ ~ 0-°019 0'9066 0'908 2 0'9099 0'911 S 0'913 1 0'9147 0°9162 0'SH77

-1-1·4 0'919 :! o-·;~o 7 0'922 2 0'923 6 0°925 1 0'926 S 0°9279 0'9292 0'9306 0-931 9
+1'5 0'933 2 O-~.l4 5 0'935 7 0'9370 0'938 3 0'9394 0'940 6 0-941 8 0'9429 0'944 I

+1'6 0'945 2 0'9463 0'9474 0'9484 0'949 5 0'950S O'C)51 S 0·9S25 0'953 S 0'9S4 S
-t-l'7 O'9S54 0'<>564 0'957 3 o'gSa 2 0°959 1 0'9599 0'960 8 0'961 6 0'962S 0°9633
+1°8 0'964 J 0'964 9 0'9656 0'9664 0'967 J 0'9678 0·9686 O'~69 3 0'9699 0'9706
+1'9 0-9713 00971 9 0'9726 0'973 2 0'9738 0'9744 0'9750 0'9756 0'9761 0'9767
+2"0 0'977 3 0'9778 0'978 3 0'9788 0·979 3 0'979 8 0°980 3 0'9808 0'981 2 0'981 7

+2'1 0'982 J 0'9826 0'9830 0'9834 0'9838 0·9842 0·9846 0'9850 0'9854 0'9857
+2°2 0'986 1 0'9864 0'9868 0'987 1 0'987 S 0·987 8 0'9881 9'9884 0'988 " 0'9890
+2'3 0'989 3 0'9896 0'989 8 0'990 1 0'990 4 0'9906 0'9909 0'991 1 0'991 3 0'991 6
+2°4 0'991 8 0'9920 0'9922 0'9925 0'9927 0'9929 0'993 1 0'9932 0'9934 0'9936
+2'5 0'993 8 0°9940 0'994 1 0'~94 3 0'994S 0'9946 0'9948 0'9949 0'9951 0°9952

12'6 0'995 3 0'995 S 0'9Q56 0'995 7 0·9959 O'9~6 0 0'9961 0'9962 0'9963 0'9964
+2'7 0'996 S 0'9966 0'9967 0'996 8 0'9969 0'9970 0'997 1 0'9972 0'997 3 0'9974
+2'8 0'9974 0-9975 0·9976 0'9977 O'~97 7 0°9978 0·9979 0'9979 0'9980 0'9981
+2°9 0'998 1 0'9982 0'998 3 O'S983 0-9984 0'9984 0998 S 0"998 S 0'9986 0'9986
+3'0 0'99865 0'99869 0°998 74 0'99878 0'998 82 0'99886 0-99889 0'99893 0'99896 0°99900

+3'1 0'99903 0'99906 0'999 10 0'999 )3 0°999 IS 0'999 18 0'99921 0'99924 0'99926 0'99929
+3'2 0'999 31 0'999 34 0'99936 0'99938 0999 40 0°099 42 0'999 44 0'99946 0'99948 0'999 SO
;-3'3 0'999 S2 0'99953 0'999 S5 0°99957 0'999 S8 0'999 60 0'999 61 0°99962 0°99964 0°99965
+3'4 0'999 66 0'99967 0'99969 0'999 70 0'999 71 0·999 72 0'99973 0'99974 0'999 75 0'999 76
-l-3'S 0°99977 0'99978 0'99978 0'999 79 0'99980 0'99981 --{)'99981 0'99982 0'99983 0'99983

-------- - - - ---- ---- - --- -
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ANNEX'R

( Clauses 5,.6.4, 6.5.1 and 8.5.3 )

CRITICAL VALUES OF X2·DISTRIBUTION

D",••,ol SI,nl/ictlIlCI L• .,~I Dt,reelof S;lni/iCQnc~Level
P,••", ,-- A '\ Freedom r----..A.---~

0'05 0'01 n '05 0"01

(I) (2) (3) (1) (2) (3)
J 3'84 6'64

20 31'41 37'572 5'9' 9'21
3 7'82 11'34 21 32'67 38'93
4 "49 13'28 22 33"92 40'29
5 11'01 IS'09 23 3"11 41'64
6 12'59 16'81 24 36'42 42'98
7 14'07 18'48 2S 37'6S 44'31
8 15'51 20'09 26 38'89 4S'64, 16'92 21'67 27 40'11 46-96

10 18'31 23'21 28 41'34 48'28
11 19-68 24'73 29 42'S6 49'S9
12 21'03 26'22 30 43'77 50-89
13 22'36 27'69 40 SS'7S 63'69
14 23'69 29'14 SO 67'50 76'15
15 2S'OO 30'S8 60 79-08 88'38
16 26'30 32'00 70 9O-S3 100'42
11 27'59 33'41 80 101-S8 J12'33
18 28'87 34'81 90 113·14 124']2
19 30'14 36'19 100 124'34 13S'81

ANNEX C

( Clauses 6.3 and 6.3.1 )

PROPORTION OF THE AREA UNDER EXPONENTIAL DISTRIBUTION TO THE
RIGHT OF THE VALUE X/A

• ./l
). is the mean value

X/A 0'00 0'01 0'02 O'OJ 0'04 0-05 0'06 0'07 0'08 0'09

0'0 1'000 0 0'9900 0'9802 0'9704 0'960 8 0'951 2 0'9418 0'9324 0-923 J 0'9139
0'1 0'904 8 0-895 8 0'8860 0'878 I 0'8614 0'8694 O'8S2 I 0'843 7 0'83S 3 0'8270
0'2 0'S181 0'8106 0'8025 0'7945 0'7866 0-7788 0'771 1 0'763 4 0'775 8 0'748 3
0'3 0'740 8 0'7334 0-7261 0'7189 0-711 8 0'7047 0.697 7 0'690 7 0"683 9 0'677 1
0'4 0'6703 0-6637 0-6570 0-6S0 5 0'6440 0'6376 0'631 3 0-6250 0'6188 0·6J26
0'5 0'606 5 0'600 5 0-594 5 0'588 6 0'S827 0'5769 0'571 2 0'565 5 a-SS99 0'5543
0'6 0'548 8 0'5434 0'5579 0'5326 0'5273 0'~22 0 0'5169 0-'111 0-~06 6 O'~Ol 6
0·7 0'496 6 0'4916 04868 Q-4819 0'4771 0-4724 0'4677 0'4630 0-4584 0'453 8
0-8 0;4493 0-4449 0'4410 4 0'4J60 0'431 7 &4274 0'4234 0'4190 0'4148 0'4107
0'9 0'406 6 0-4025 0'3985 0-3946 0'390 6 0'3867 0-3829 0-379 J 0-37.5 3 0'371 6

0-0 0'1 0'2 0'3 0'4 0" . 0'6 0'7 0'8 0'9

1-0 0'3619 0'3329 0'301 2 0'2725 0'246 6 0'223 1 0-201 9 0-182 7 0'165 3 0'1496
2'0 0-135 3 0'1225 0'1108 0'100 3 0'090 7 0'0821 0'0743 0'0672 0-060 8 0'0550
3'0 0'049 8 0'0450 0'0408 0'0369 0'0334 0-0302 0'0273 0'024 7 0-0224 0'020 2
4'0 0'018 3 0-0166 0'0150 0'0130 0-012 3 0'0111 0'010 I 0'0091 0'008 2 0'0074
5'0 0'006 7 0'0061 0'005 5 0'0050 0'004 5 0'0041 0'0037 0'003 3 0'0030 0'0027
6'0 0'0025 0-0022- 0'0020 0'001 8 0'0017 0'001 5 0'0014 0'001 2 0'0Q11 0'0010
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